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Introduction
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Clustering

● During clustering process, similar items are grouped together and distinct 
samples are separated

clustering
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Autoencoder
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DEC - Deep Embedded Clustering (2016)
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DCN - Deep Clustering Network (2017)
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Loss = reconstruction error + clustering error



Problem

● Features are collapsed to a single point in the embedded space
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Deep Autoencoder MIxture Clustering (DAMIC)

● Each cluster is represented by an autoencoder neural network
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*AE: Autoencoder



Method
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Architecture
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Clustering Network
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Soft cluster assignment:
Clustering network



Autoencoder Network
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Reconstruction error:

Autoencoder of i-th cluster



Loss function
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Clustering network Autoencoder Network



Cluster assignment
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Pre-training
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● Train a single autoencoder for the entire dataset



Pre-training
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● Apply k-means algorithm in the embedded space
● Use the k-means clustering to initialize the network parameters



Experiment
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Dataset
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Image

MNIST 70000 images 10 classes

Fashion 70000 images 10 classes

Text

20NEWS 18846 documents
(only use 2000 words) 20 groups

RCV1 365968 documents
(only use 2000 words) 20 topics



Evaluation measures

20

● NMI
● ARI
● ACC



NMI
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Entropy before clustering Entropy after clustering



ARI
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ACC

23



Baseline Methods
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● K-means
● Spectral Clustering
● DAE + KM
● DCN
● DEC



Spectral Clustering
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Synthetic dataset
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Synthetic dataset
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Conclusion
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Conclusion
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● Proposed a clustering technique that use autoencoder to represent cluster 
instead of single centroid vector, which enables a much richer representation 
of each cluster

● The proposed clustering technique can avoid data collapsing problem


